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Abstract
Archives of libraries contain many materials, which have not yet
been made available to the public. The prioritization of which con-
tent to provide and especially how to design effective access paths
depend on potential users’ needs. As a case study we interviewed
researchers working on topics related to one German philosopher
to map out their information interaction workflow. Additionally,
we deeply analyze study participants’ requirements for a digital
library system. Moreover, we discuss how existing methods may
meet their requirements and which implications these methods
may have in a practical digital library setting.
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1 Introduction
Archives of physical libraries are full of potentially interesting
materials which have not yet been digitized [15]. The process of
digitization is still laborious, therefore there needs to be a priori-
tization of what to make available to the public [9]. Digitization
alone is not sufficient in enabling researchers to effectively access
or explore the material – information access paths fitting the re-
search interests or requirements should be constructed. In close
cooperation with the University Library J. C. Senckenberg in Frank-
furt am Main, we wanted to understand our users’ requirements
when implementing access paths to one of our library’s materials,
e.g., to two collections of the famous philosophers Horkheimer and
Schopenhauer. While digitizing the content and processing it with
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object character recognition (OCR) is the first step of making the
content available, the question arose about what kind of access
paths could help users in their daily research lives. Briefly, is it
enough to provide keyword-based access? Or are more advanced
access paths desired by users? Which requirements need to be met?

We tackle the research question (How) Can we support researchers
from the philosophical and sociological domain? in a case study with
seven participants. Our technical report [8] extends this paper by
discussing related work and concluded requirements in more detail.

2 Interviews with In-Domain Researchers
Seven senior researchers working on topics related to Schopenhauer
participated in our study. We scheduled 30 minute online sessions
with each participant. Sessions consisted of an introduction and
consent (∼ 5 min), a description of a researcher’s workflow (∼ 15
min), and semi-structured interview on liked, disliked and desired
tools/parts in their workflow (∼ 10 min). Participants described
four components in their information interaction workflows:

1. Information Sources. Researchers usually rely on multi-
ple information sources. They use physical libraries and archives,
newspapers and if the research question requires it social media.
General purpose digital libraries were mentioned. For catalogs par-
ticipants mentioned OPAC and KVK. Other named general-purpose
resources were Projekt Gutenberg-DE, the federal archive Ger-
many, Arcinsys Hessen, and university or state libraries. Mentioned
philosophy- or Schopenhauer-specific sources were PhilPapers,
the Philosopher’s Index, the Thesaurus Schopenhauerianus, the
Schopenhauer archive and Schopenhauer yearbooks [3, 7].

2. Searching. Strategies range from simple keywords queries,
keyword refinement, to combining keywords with Boolean oper-
ators. Some researchers use the linkage of search results to other
archives to find more results or check the actual content of relevant
texts for links to other documents. Filtering of search results and
semantic search were regarded as helpful for some while it hin-
dered others. Hand-crafted topical ordering of literature as found
in libraries was mentioned as enabling serendipity finds.

3. Result Lists and Relevancy. In result lists of potentially
relevant literature, all, many or only few items can be observed
deeply. Sometimes lists are assessed in multiple passes. Relevancy
decisions base on more than results’ content: headlines or titles,
keywords and/or semantics, publication date, the estate in which
a material is stored, the content of a material’s detail page, the
document type, author, publication source and reviews from third
parties. Observing material which one would consider irrelevant
can also help sharpen and reaffirm one’s notion of relevancy.
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4. Working with Materials. Participants described either hav-
ing a thought process ready before starting to search for literature,
searching literature before coming up with a mental concept or
refining the initial concept while working with literature. Literature
is borrowed or archives and libraries are visited physically to read
full texts. Some take manual notes, some annotate PDFs digitally.
Typically, not all information is in the same language, so, an explicit
translation step could take place. With the gained information arti-
cles can be written, biographic information on persons is checked,
texts are manually classified or arranged as manual mind maps.

Liked, Disliked and Desired Components. Researchers liked
their own workflows, the work of digital archives and the option of
using LLMs for checking translations. In addition to some library-
management related aspects in workflows, researchers disliked the
inability to find relevant literature in different languages and search-
ing for images in historical texts. Researchers desired the option to
voice digitization requests online, obtaining citation information
directly online, a bookmarking system with time stamps, semantic
search, an overview of literature on popular topics, the option to
search for complex interactions between actors, layperson versions
of papers, a topical filtering or grouping of material and the ability
to link extracted information from materials.

3 Requirements for a Digital Library System
With the help of our interviews, we collected a list of requirements,
that a future digital library system should fulfill. We structure the re-
quirements into the following categories: 1. Technical requirements
which can be solved by established methods today, 2. requirements
which are tackled in research, for which ready-to-use solutions,
that work beyond small demonstrations, are yet missing. The full
discussion is available in our technical report [8].

Technical Requirements. Digitizing the Content. First, the re-
quired content must be digitized with suitable OCR tools like tesser-
act or OCR-D. Content needs to be enriched with metadata as users
wanted to filter by time, type, venue, author, and estate.

Keyword-based Search. Keyword-based search is a widely ac-
cepted paradigm for our users; see Apache Solr/Lucene for a practi-
cal implementation. It is easy to use and filters collections.

Federated Search.We saw that our users worked with many dif-
ferent systems, mainly because the content was distributed. Related
information, for instance, to Schopenhauer, can be provided if other
systems are either automatically queried or at least links to related
systems/searches are shown in an overarching federated system.

Requirements and Possible Solutions. Multilingual Retrieval.
Research in the area of Schopenhauer is published mainly in Ger-
man, English, French, and Italian. Some of our users stated that they
read articles in different languages but that the search is challenging
because each query must be formulated for every language (and
in different systems). The requirement here is thus a cross-lingual
retrieval component. For instance, Europeana, Europe’s largest plat-
form for cultural heritage objects, faced a similar challenge, i.e.,
integrating and retrieving multilingual content [10].

Language Translation. Our users stated that they work with
content in different languages. For instance, a person reads disserta-
tions in Latin briefly to get an impression of what is contained and
then uses ChatGPT to translate those dissertations into German.

The person argued that Latin-to-German translation would be fine
because the person could read Latin text. The person would, how-
ever, not use such a translation for Arabic as the person’s Arabic
is not good enough. We argue that the quality of modern machine
translation increased clearly and is nearly ready to be used for li-
brary content. However, the limitations of such translations must
be clearly shown: When using translation to get an impression
of what is told, systems for high-resource languages can be imple-
mented today; see [14, 18] for evaluations of LLMs, [11] for a survey
of neural machine translation, or platforms like DeepL. However,
rechecking translations is still required and handling low-resource
languages with NLP methods remains challenging [4, 5, 17].

Content Exploration.We observed that users wanted to explore
a library’s content, e.g., start by searching for Schopenhauer AND
Religion, read some hits, and refine their search with terms related
to or possibly replacing Religion. In brief, users manually derived
associated terms to refine their searches. Existing approaches like
finding associated terms through co-occurrences, word2vec [13] or
generating keyword clouds with tools like YAKE [1, 2] could assist
users in this process by displaying strongly related terms in the
form of keyword clouds or some kind of query autocompletion.

More advanced access paths like question answering systems,
e.g., Scopus AI, ChatGPT, and CORE-GPT [16], are becoming more
present today. The main advantage from a user’s perspective is that
they can formulate their information needs as natural language
questions. A system then replies with an answer formulated in
natural language, sometimes accompanied by references/sources.
For instance, CORE-GPT [16] takes a question, translates it into a
keyword-based query, performs a search, and then replies with a
list of possible related references. In contrast, LLMs like ChatGPT
just generate an answer that could be based on a spectrum from
something real to purely hallucinated. Distinguishing what is real
and what is not is still the question of research [6]. In brief, we argue
that LLMs could help in transforming natural language questions
into internal query representations, e.g., keyword queries, SQL, or
SPARQL, but the result of the process should, at this moment, still
be content of the library and not a generated answer that might
contain hallucinations. Even if a model comes with 99.9% factual
consistency regarding the library’s content, would the quality be
sufficient in practice? As of today, we prefer methods like CORE-
GPT [16] that still retrieves the actual library content.

Content Arrangement and Structuring. Content in a physical li-
brary is usually arranged by domain experts so that books are
grouped based on similar topics. One person liked this way of ex-
ploring what else could be related to a specific article/book, e.g.,
by browsing through book/article titles with different terms or
terminologies next to the initially found one in a physical library.
Corresponding research and work for the digital world tries to
mimic a physical library, e.g., Meghini et al. [12] demonstrated how
narratives could be used to arrange content in Europeana.

4 Conclusion
This work summarized the key findings of our user study in digital
humanities. We derived a list of requirements that need to be met
when implementing a digital library system. We discussed how
some requirements, but not all, can be met with existing methods.
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